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ABSTRACT
This article describes an improved brute-force solving strategy for Quadratic Unconstrained Binary Optimization (QUBO) problems that is faster than naive approaches and easily parallelizable. The implementation in Python is discussed in detail, and an additional C implementation is provided.

1 INTRODUCTION
Quadratic Unconstrained Binary Optimization (QUBO) is the problem of finding a binary vector \( \mathbf{x}^* \in \{0, 1\}^n \) that minimizes the function
\[
f_Q(x) = \mathbf{x}^\top Q \mathbf{x} = \sum_{i,j \in [n]} Q_{ij} x_i x_j ,
\]
where \( Q \in \mathbb{R}^{n \times n} \) is an upper triangular matrix, and \([n]\) denotes the set \(\{1, \ldots, n\}\). It is an NP-hard optimization problem [16] with numerous applications, ranging from economics [9, 13] over satisfiability [11] and resource allocation [15, 17] to Machine Learning [1–3, 6, 14], among others. In recent years it has gained renewed attention because it is equivalent to the Ising model, which can be solved physically through quantum annealing [8, 10], for which specialized quantum computers have been developed [5].

Aside from quantum annealing, QUBO can be solved—exactly or approximately—with a wide range of optimization strategies. A comprehensive list of approaches can be found in [12].

The most straightforward way to solve QUBO is using brute force. For large \( n \), this strategy quickly becomes infeasible, as the number of binary vectors grows exponentially in \( n \). However, for \( n \) up to about 30, which is roughly the order of magnitude currently solvable (approximately) with the hybrid quantum algorithm QAOA [7], brute force is an easy-to-implement and reliable way to obtain the minimal bit vector.

In this article I describe a technique to reduce the computational cost of brute-force QUBO solving by a factor of roughly \( n \) compared to the naive approach. To this end I use the concept of Gray codes to traverse the space \( \{0, 1\}^n = \{0, 1\}^n \) in a way that allows for the value of \( f_Q \) to be updated incrementally, without evaluating all \( n \cdot (n + 1)/2 \) entries of \( Q \). A Python implementation using NumPy is developed in Section 3, and ways to improve running time by using just-in-time compilation and parallelization are described.

2 THEORY
Generally, computing the value of \( f_Q(x) \) requires evaluating a sum over all entries of \( Q \). However, if the value of \( x \) is already known to be \( \hat{x} \), and we want to compute the value of \( \hat{x} \) that differs from \( x \) in only a single bit, we can “update” \( v \) to obtain \( f_Q(\hat{x}) \), which requires only \( n \) values of \( Q \) (see Section 2.1).

Now all that is missing is a way to traverse all vectors in \( \{0, 1\}^n \) by changing only one bit at a time. Luckily, we can take inspiration from Gray codes, which have exactly the right properties for this task and are easy to compute (see Section 2.2).

2.1 Updating QUBO values
Let \( Q \in \{0, 1\}^{n \times n} \) be a fixed QUBO matrix, and \( x \in \{0, 1\}^n \) a binary vector. Further, let \( v = f_Q(x) \). Now, assume we want to flip the \( \ell \)-th bit of \( x \) to obtain \( \hat{x} \) and calculate the new value \( \hat{v} = f_Q(\hat{x}) \). Instead of calculating \( \hat{x}^\top Q \hat{x} \) explicitly, we can look at the difference between \( v \) and \( \hat{v} \):
\[
\begin{align*}
\hat{v} &= v + \Delta_{\ell} \\
\Delta_{\ell} &= \hat{v} - v \\
&= \sum_{i \leq j} Q_{ij}(\hat{x}_i \hat{x}_j - x_i x_j) \\
&= s_{\ell}\left(\sum_{i=1}^{\ell-1} Q_{ii} x_i + Q_{\ell\ell} + \sum_{j=\ell+1}^{n} Q_{\ell j} x_j\right),
\end{align*}
\]
where \( s_{\ell} = \hat{x}_\ell - x_\ell \in \{-1, +1\} \).

As we can see from the last line, we only need to read the elements in the \( \ell \)-th row and column of \( Q \) to calculate \( \Delta_{\ell} \). This reduces the computational cost from \( O(n^2) \) to \( O(n) \) per evaluation of \( f_Q \). As the vector \( v = (0, \ldots, 0)^\top \) always has value 0 for any \( Q \), we can start there and never need to fully calculate Eq. (1), if we find a way to successively flip bits and traverse all \( x \in \{0, 1\}^n \). This problem is addressed next.
When starting at 0 and counting up, the respective binary representation of successive numbers often differ in more than one bit when represented in binary (see Fig. 1, left). For example, to get from 2 to 3, 1 extra bit must be flipped. These transitions where many bits flip at once are known as Hamming cliffs [4]. Therefore, this way of traversing all bitvectors cannot be used with the aforementioned updating method.

Gray code is an ordering of the natural numbers \( \pi : \mathbb{N}_0 \rightarrow \mathbb{N}_0 \) that removes Hamming cliffs, i.e., for any \( k \in \mathbb{N}_0 \) we find that \( \pi(k) \) and \( \pi(k+1) \) differ in one bit when represented in binary (see Fig. 1, right). The sequence \( \pi(0), \ldots, \pi(2^n - 1) \) for any \( k > 1 \) can be constructed recursively in binary from the sequence for \( k - 1 \) through

\[
\pi(\ell) =
\begin{cases}
\emptyset \cdot \pi(\ell) & \text{if } \ell < 2^{k-1} \\
1 \cdot \pi(2^k - \ell - 1) & \text{else}
\end{cases}
\]

Here, \( \emptyset \) denotes string concatenation. For \( k = 1 \) the code is just \((0, 1)\).

As only one bit is flipped at a time, we can express \( \pi \) equivalently as the sequence of bit indices to flip, starting at 0 and using 0-indexing. This sequence turns out to be 0, 1, 0, 2, 0, 1, 0, 3, 0, 1, 0, 2, 0, ... , which is known as the binary carry sequence\(^1\). Interestingly, it coincides with the number of trailing zeros when writing the natural numbers 1, 2, 3, ... in binary, which gives us a very efficient way to calculate its terms on a CPU (see Section 3). The number of trailing zeros of a number \( k \) is denoted by CTZ(\( k \)).

Now that we have all necessary ingredients for a more efficient brute-force strategy, we can combine everything into Algorithm 1. In the following section, I show how to put it into practice by implementing it in Python, using NumPy and Numba to improve the running time, which is why we need to

\[\text{Algorithm 1 Improved QUBO Brute-Force Solving}\]
\[
\begin{align*}
x & \leftarrow 0 \\
v & \leftarrow 0 \\
v^* & \leftarrow \infty \\
i & \leftarrow 1 \\
\text{while } i < 2^n \text{ do} \\
& \quad t \leftarrow \text{CTZ}(i) \\
& \quad x_t \leftarrow 1 - x_t \\
& \quad \Delta t = \sum_{j=t+1}^{n} Q(t, j) x_j \\
& \quad v \leftarrow v + (2x_t - 1)\Delta t \\
& \quad \text{if } v < v^* \text{ then} \\
& \quad \quad x^* \leftarrow x \quad \text{// memorize minimizing } x \ldots \\
& \quad \quad v^* \leftarrow v \quad \text{// ... and its value} \\
& \quad i \leftarrow i + 1 \\
& \text{return } x^*, v^*
\end{align*}
\]

3 PRACTICE

For comparison, two versions of brute-force QUBO solving methods will be implemented here: A naive approach and the improved version described in Algorithm 1.

Assume that the parameters of the QUBO problem instance are given as an upper-triangular NumPy matrix \( Q \) of shape \((n, n)\). For the naive approach, we will simply loop over all binary vectors in "ascending order", i.e., we count up from 0 through \( 2^n - 1 \) and convert each number to its binary representation. This can be done somewhat efficiently by using NumPy’s broadcasting functionality: Assume we want to represent an integer \( k \) as a binary vector of length \( n \). We can write:

\[
\text{places} = 2**\text{np.arange}(n) \\
\text{x} = (k \& \text{places}) > 0
\]

The operator & performs an element-wise logical AND on the binary representation of \( k \) and each element in \( k \). If the \( i \)-th bit of \( k \) is set, \( k \& 2^i \) equals \( 2^i \), otherwise it evaluates to 0. Thus, to make the result binary, we can simply check if it is greater than zero. Doing this for every bit index \( i \) and collecting the result in an array yields the binary representation of \( k \).

To evaluate the QUBO objective function Eq. (1), we can simply perform the twofold matrix-vector product as

\[
v = x \otimes Q \otimes x
\]

All that is missing is the loop over all \( 2^n \) vectors, and a running minimality check. In summary, the naive brute-force algorithm could look as follows:

\[
\text{def naive_brute_force(Q):}
\quad n = Q.shape[0]
\quad \# initialize bit vector and value
\quad x = \text{np.zeros}(n)
\quad v = 0
\quad \# initialize minimal bit vector and value
\quad v_min = \text{np.zeros}(n)
\quad v_min = 0
\quad \# can be outside loop
\quad \text{for } k \text{ in range}(1, 2**n):
\quad \quad x[:] = (k \& \text{places}) > 0 \quad \# get binary vector from k
\quad \quad v = x \otimes Q \otimes x \quad \# get QUBO objective value
\quad \quad \text{if } v < v_min: \quad \# check for minimality
\quad \quad \quad \text{x_min} = x \quad \# memorize binary vector...
\quad \quad \quad v_min = v \quad \# ...and value
\quad \quad \text{return x_min, v_min}
\]

Notice that we can start the loop at 1 and directly set \( x_{\text{min}} \) and \( v_{\text{min}} \) to 0, as \( f_Q(0) = 0 \) regardless of \( Q \).

Now let us implement the improved version described in Algorithm 1. There are only few changes compared with the naive version:

1. Update \( x \) incrementally in Gray code order.
2. Update function value \( v \) incrementally.

To address the first point, we need to implement the CTZ function. In Python, we have a built-in method \text{int}.\text{bit_count}(), which counts the 1 bits in the binary representation of an integer. We can use this function to determine CTZ of a number \( k \) by

\[
(k \wedge (k-1)).\text{bit_count}() + 1
\]

Intuitively, if a number has \( \ell \) trailing zeros, then subtracting 1 yields a number with \( \ell \) trailing ones and a zero in \((\ell + 1)\)-th place. The XOR (\(^+\)) of \( k \) and \( k-1 \) thus consists of \( \ell + 1 \) ones, from which we
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need to subtract 1 to get just \( \ell \). This is the index we need to flip \( x \) at:

\[
x[\ell] = 1 - x[\ell]
\]

The second point can be implemented by first making the (triangular) QUBO matrix symmetric, which lets us simply read one row instead of both row and column. Further, we save the diagonal containing the linear terms in a separate array:

\[
\text{qua} = \text{np.triu}(Q, 1) \quad \# \text{clear diagonal}
\]

\[
\text{qua} += \text{qua}.T \quad \# \text{make symmetric}
\]

\[
\text{lin} = \text{np.diag}(Q)
\]

This lets us write Eq. (2) as

\[
\text{delta} = (2x[\ell] - 1) \ast (\text{qua}[\ell]@x + \text{lin}[\ell])
\]

and the complete implementation reads as follows:

```python
def improved_brute_force(Q):
    n = Q.shape[0]
    # initialize bit vector and value
    x = np.zeros(n)
    v = 0
    # initialize minimal bit vector and value
    x_min = np.zeros(n)
    v_min = 0
    # separate Q
    qua = np.triu(Q, 1)
    qua += qua.T
    lin = np.diag(Q)
    for k in range(1, 2**n):
        l = (k ^ (k - 1)).bit_count() - 1
        x[\ell] = 1 - x[\ell]
        delta = (2 * x[\ell] - 1) * (qua[\ell]@x + lin[\ell])
        v += delta
        if v < v_min:
            x_min[:] = x
            v_min = v
    return x_min, v_min
```

While this code works perfectly fine, Python loops are comparatively slow. For this reason, we can use the package `numba`, which allows for just-in-time (JIT) compilation of certain, structurally simple functions to C. In many cases, this increases the performance considerably. Most NumPy functionality is covered by `numba`. We only need to change a single line of our code, as the Python function `int.bit_count()` is not supported. We can replace the respective line with

\[
l = \text{int}(\text{np.log2}(k ^ (k - 1)))
\]

which is functionally equivalent. To enable JIT compilation, we simply need to add a decorator before both function definitions:

```python
from numba import njit

@njit
def naive_brute_force(Q):
    ...

@njit
def improved_brute_force(Q):
    ...
```

The resulting running times of both methods are shown in Fig. 2. The experiment was conducted on an Intel Core i7-8700 CPU running Python 3.10.5 on an Arch-based Linux system. Running times are averaged over 10 random QUBO instances. We can clearly see that the improved version is, on average, faster by a factor of about 10 than the naive version on the tested value range.

![Figure 2: Running time comparison between naive brute-force solving and Algorithm 1; lower is better.](image)

### 3.1 Parallelization

The code presented in the previous section can be easily modified to be executed in parallel. To this end, we can fix the last \( m \) bits of every \( x \) and let the brute-force loop only run over the first \( n - m \) bits, and their results combined by taking the minimum.

This way, we obtain \( 2^m \) sub-problems, one for each assignment of \( m \) bits, which can be evaluated in parallel and the results combined

![Figure 3: Parallel brute-force solving by fixing 2 bits of a 5 bit vector. The bits marked with * are to be optimized. The steps separated by dotted lines can be performed on four different CPUs in parallel.](image)
by taking their minimum. This is exemplarily shown in Fig. 3 for \( n = 5 \) and \( m = 2 \). Using this technique, if there are \( P \) CPUs available, the number of additional bits that can be solved in the same amount of time is \( \lceil \log_2(P) \rceil \).

A C implementation of Algorithm 1 using this parallelization method is given in Appendix A.

4 CONCLUSION

In this work we have seen that brute-force solving QUBO problems can be made more efficient by updating the function value incrementally. To this end, we can leverage Gray codes to obtain an order of traversing all \( n \)-bit vectors in a way that allows us to compute said function value update more efficiently, reducing the computational complexity within the loop from \( O(n^2) \) to \( O(n) \). Moreover, we have seen how to implement the resulting algorithm in Python. We have further seen how to numba improve performance through JIT compilation, which requires next to no changes to the code. Finally, a parallelization scheme was presented that is very easy to implement, as demonstrated with the C code given in Appendix A.

While brute-force solving is still infeasible for large \( n \), having a fast implementation of such an algorithm is still a valuable tool for research purposes. Often, experiments are conducted on low-dimensional QUBO instances, e.g., to validate theoretical properties. Current quantum algorithms like QAOA can solve QUBO instances with a low two-digit number of qubits. On our machine we are able to brute-force QUBO instances with \( n = 30 \) in under 4 seconds, which is valuable for quickly obtaining ground-truth solutions for benchmark problems.

Lastly, the algorithm presented here uses some interesting techniques to improve efficiency, that may serve as inspiration for similar problems.

The multi-threaded C implementation of Algorithm 1 will be included in the upcoming version 0.3.11 of my Python package qubolite:

```
pip install qubolite
```
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A C IMPLEMENTATION

The following code is an implementation of Algorithm 1 in C, which additionally uses the parallelization scheme described in Section 3.1. For multi-threading, the OpenMP interface is used (be sure to use the -fopenmp flag with compiling with gcc on Linux). The method brute_force_worker expects the QUBO matrix as a 2D array of double-precision floats.

```c
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <stdint.h>
#include <stdio.h>

#include <omp.h>

typedef unsigned char bit;

struct _result_t {
    double v;
    bit x[50000];
} result_t;

typedef unsigned char bit;

struct _result_t {
    double v;
    bit x[50000];
} result_t;

result_t brute_force_worker(
    const size_t n,
    const size_t m,
    const size_t t,
    const size_t k,
    bit v);

result_t brute_force_worker(
    const size_t n,
    const size_t m,
    const size_t t,
    const size_t k,
    bit v);

// evaluate QUBO once on initial vector
for (size_t i =0; i<n; ++i) {
    if (x[i] <= 0)
        continue;
    v += qubo[i][i];
    for (size_t j=i+1; j<n; ++j)
        v += x[j]*qubo[i][j];
    // set initial minimal values
    S. Mücke

    for (size_t j=i+1; j<n; ++j)
        v += x[j]*qubo[i][j];
    // set initial minimal values
```

```c
    // evaluate QUBO once on initial vector
    for (size_t i =0; i<n; ++i) {
        if (x[i] <= 0)
            continue;
        v += qubo[i][i];
        for (size_t j=i+1; j<n; ++j)
            v += x[j]*qubo[i][j];
    }
```

```c
    // set initial minimal values
```
memcpy(x_min, x, n);

size_t l;
double delta;
for (int64_t i = 1; i < (1 << (n - m)); ++i) {
l = __builtin_ctzll(i);
x[l] ^= 1; // flip bit
// calculate function value update
delta = 0;
for (size_t j = 0; j < l; ++j)
    delta += x[j] * qubo[j][l];
for (size_t j = l + 1; j < n; ++j)
    delta += x[l] * qubo[l][j];
    if (v < v_min) {
        memcpy(x_min, x, n);
        v_min = v;
    }
}
result_t result = {x_min, v_min};
return result;

result_t brute_force_parallel(double **qubo, const size_t n) {
    // determine max. number of threads
    const int64_t p_max = omp_get_max_threads();
    // take floor of log2 of p_max to get
    // max number of bits that can be fixed
    const size_t m = 63 - __builtin_clzll(p_max);
    const size_t M = 1 << m; // number of threads
    // allocate space for sub-results
    result_t results[M];
    // make sure to use exactly 2^m threads
    omp_set_dynamic(0);
    #pragma omp parallel num_threads(M)
    { results[omp_get_thread_num()] = brute_force_worker(qubo, n, m);
    }
    // get global minimum
    bit *x_min = (bit*) malloc(n);
double v_min = 0;
double v;
for (size_t i = 0; i < M; ++i) {
v = results[i].v_min;
if (v < v_min) {
    memcpy(x_min, results[i].x_min, n);
v_min = v;
}
free(results[i].x_min);
}
result_t result = {x_min, v_min};
return result;

int main() {
    const size_t n = 8;
double **qubo = (double**) malloc(n*sizeof(double*));
    for (size_t i = 0; i < n; ++i)
        qubo[i] = (double*) malloc(n*sizeof(double));
    for (size_t i = 0; i < n; ++i) {
        for (size_t j = 0; j < n; ++j) {
            if (i > j)
                qubo[i][j] = 0;
            else
                qubo[i][j] = (double) (i-j + 2);
        }
    }
    result_t result = brute_force_parallel(qubo, n);
    printf("minimum vector: ");
    for (size_t i = 0; i < n; ++i)
        printf("%d", result.x_min[i]);
    printf(" \nminimum value: %f\n", result.v_min);
    free(result.x_min);
    free(qubo);
}